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Abstract:  
Philosophers have been wondering the nature of consciousness (what it feels like to have subjective 
experience) and qualia (individual components of subjective experience) for as long as Philosophy has 
existed. Advancements in physics and neuroscience have informed and constrained this mystery, but have 
not solved it. What would a systematic  solution to the mystery of consciousness look like?  
 
Part I begins by grounding this topic by considering a concrete question: what makes some conscious 
experiences more pleasant than others? We first review what’s known about the neuroscience of pain & 
pleasure, find the current state of knowledge narrow, inconsistent, and often circular, and conclude we must 
look elsewhere for a systematic framework (Sections I & II). We then review the Integrated Information 
Theory (IIT) of consciousness and several variants of IIT, and find each of them promising, yet also 
underdeveloped and flawed (Sections III-V).  
 
We then take a step back and distill what kind of problem consciousness is . Importantly, we offer eight 
sub-problems whose solutions would, in aggregate, constitute a complete theory of consciousness  (Section 
VI). 
 
Armed with this framework, in Part II we return to the subject of pain & pleasure (valence) and offer some 
assumptions, distinctions, and heuristics to clarify and constrain the problem (Sections VII-IX). Of particular 
interest, we then offer a specific hypothesis on what valence is  (Section X) and several novel empirical 
predictions which follow from this (Section XI). Part III finishes with discussion of how this general approach 
may inform open problems in neuroscience, and the prospects for building a new science of qualia (Sections 
XII & XIII). Lastly, we identify further research threads within this framework (Appendices A-F). 
 
 
  



 
Introduction: 
Some experiences feel better than others, and this informs and undergirds everything about the human 
condition. But why-- what makes  some experiences better than others? This question has been a recurring 
puzzle, posed in various forms by e.g., Epicurus, Shakespeare, Jeremy Bentham, and affective 
neuroscience. But despite literal millennia of research, we know an embarrassingly small amount about the 
mechanisms and metaphysics behind it, and there’s little agreement on even what a proper answer should 
look  like. We can call this the problem of valence . 
 
I believe there’s a rigorous, crisp,  and relatively simple  solution to this puzzle, but there’s a lot of theoretical 
scaffolding that needs to be put in place first. Part 1 reviews what is known and the leading quantitative 
hypotheses about valence, qualia and consciousness, with a focus on affective neuroscience and IIT. I end 
this section by summarizing and synthesizing a framework for understanding consciousness research in 
terms of modular, granular sub-problems. Part 2 directly addresses valence as a sub-problem in 
consciousness research, offers a hypothesis as to what valence is , and suggests specific empirical tests of 
the hypothesis. In Part 3 we discuss further predictions, implications, practical applications and current 
relevance.  
 
Finally, in the appendices we describe how to grow this approach into a formal science of qualia . 
 
Readers with a strong grasp of the literature on valence and on IIT, or those wanting to quickly get to the 
heart of the argument, should feel free to jump to Section VI. 
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Part I - Review 
 
I. Why some things feel better than others: the view from neuroscience 
 
Affective neuroscience has been very effective at illuminating the dynamics and correlations of how valence 
works in the human brain, on a practical  level, and what valence is not , on a metaphysical  level. This is 
useful  yet not philosophically rigorous , and this trend is likely to continue.  
 
Valence research tends to segregate into two buckets: function  and anatomy.  The former attempts to 
provide a description of how valence interacts with thought and behavior, whereas the latter attempts to map 
it to the anatomy of the human brain. The following are key highlights from each ‘bucket’:  
 
Valence as a functional component of thought & behavior:  
 
One of the most common views of valence is that it’s the way the brain encodes value : 

Emotional feelings (affects ) are intrinsic values that inform animals how they are faring in the quest 
to survive. The various positive affects indicate that animals are returning to “comfort zones” that 
support survival, and negative affects reflect “discomfort zones” that indicate that animals are in 
situations that may impair survival. They are ancestral tools for living - evolutionary memories of 
such importance that they were coded into the genome in rough form (as primary brain processes), 
which are refined by basic learning mechanisms (secondary processes) as well as by higher-order 
cognitions/thoughts (tertiary processes). (Panksepp 2010). 
 

Similarly, valence seems to be a mechanism the brain uses to determine or label salience , or phenomena 
worth paying attention to (J. C. Cooper and Knutson 2008), and to drive reinforcement learning 
(Bischoff-Grethe et al. 2009). 
 
A common thread in these theories is that valence is entangled with, and perhaps caused by, an appraisal 
of a situation. Frijda describes this idea as the law of situated meaning : ‘‘Input some event with its particular 
meaning; out comes an emotion of a particular kind’’ (Frijda 1988). Similarly, Clore et al. phrase this in terms 
of “The Information Principle”, where “[e]motional feelings provide conscious information from unconscious 
appraisals of situations.” (Clore, Gasper, and Garvin 2001) Within this framework, positive valence is 
generally modeled as the result of an outcome being better than expected  (Schultz 2015), or a surprising 
decrease in ‘reward prediction errors’ (RPEs) (Joffily and Coricelli 2013). 
 
Computational affective neuroscience is a relatively new subdiscipline which attempts to formalize this 
appraisal framework into a unified model of cognitive-emotional-behavioral dynamics. A good example is 
“Mood as Representation of Momentum” (Eldar et al. 2016), where moods (and valence states) are 
understood as pre-packaged behavioral and epistemic biases  which can be applied to different strategies 
depending on what kind of ‘reward prediction errors’ are occurring. E.g., if things are going surprisingly well , 
the brain tries to take advantage of this momentum by shifting into a happier state that is more suited to 
exploration & exploitation. On the other hand, if things are going surprisingly poorly , the brain shifts into a 
“hunker-down” mode which conserves resources and options. 
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However- while these functional descriptions are intuitive, elegant, and appear to explain quite a lot about 
valence, frustratingly, they fall apart as metaphysically-satisfying answers  when we look closely at 
edge-cases and the anatomy  of pain and pleasure. 
 
Valence as a product of neurochemistry & neuroanatomy: 
 
The available neuroanatomical evidence suggests that the above functional themes merely highlight 
correlations  rather than metaphysical truths , and for every functional  story about the role of valence, there 
exist counter-examples. E.g.: 
 
Valence is not the same as value or salience:  
(Berridge and Kringelbach 2013) find that “representation [of value] and causation [of pleasure] may actually 
reflect somewhat separable neuropsychological functions”. Relatedly, (Jensen et al. 2007) note that 
salience  is also handled by different, non-perfectly-overlapping systems in the brain. 
 
Valence should not be thought of in terms of preferences, or reinforcement learning: 
Even more interestingly, (Berridge, Robinson, and Aldridge 2009) find that what we call ‘reward’ has three 
distinct elements in the brain: ówantingô, ólikingô, and ólearningô , and the neural systems supporting each are 
each relatively distinct from each other. ‘Wanting’, a.k.a. seeking, seems strongly (though not wholly) 
dependent upon the mesolimbic dopamine system, whereas ‘liking’, or the actual subjective experience of 
pleasure, seems to depend upon the opioid, endocannabinoid, and GABA-benzodiazepine neurotransmitter 
systems, but only within the context of a handful of so-called “hedonic hotspots” (elsewhere, their presence 
seems to only increase ‘wanting’). With the right interventions disabling each system, it looks like brains can 
exhibit any permutation of these three: ‘wanting and learning without liking’, ‘wanting and liking without 
learning’, and so on. Likewise with pain, we can roughly separate the sensory/discriminative component 
from the affective/motivational component, each of which can be modulated independently (Shriver 2016). 
 
These distinctions between components are empirically significant but not necessarily theoretically crisp: 
(Berridge and Kringelbach 2013) suggest that the dopamine-mediated, novelty-activated seeking state of 
mind involves at least some small amount of intrinsic pleasure. 
 
A strong theme in the affective neuroscience literature is that pleasure seems highly linked to certain 
specialized brain regions / types of circuits:  

We note the rewarding properties for all pleasures are likely to be generated by hedonic brain 
circuits that are distinct from the mediation of other features of the same events (e.g., sensory, 
cognitive). Thus pleasure is never merely a sensation or a thought, but is instead an additional 
hedonic gloss generated by the brain via dedicated systems. … Analogous to scattered islands that 
form a single archipelago, hedonic hotspots are anatomically distributed but interact to form a 
functional integrated circuit. The circuit obeys control rules that are largely hierarchical and 
organized into brain levels. Top levels function together as a cooperative heterarchy, so that, for 
example, multiple unanimous ‘votes’ in favor from simultaneously-participating hotspots in the 
nucleus accumbens and ventral pallidum are required for opioid stimulation in either forebrain site to 
enhance ‘liking’ above normal. (Kringelbach and Berridge 2009)  

Some of these ‘hedonic hotspots’ are also implicated in pain, and activity in normally-hedonic regions have 
been shown to produce an aversive effect under certain psychological conditions, e.g., when threatened or 
satiated (Berridge and Kringelbach 2013). Furthermore, damage to certain regions of the brain (e.g., the 
ventral pallidum) in rats changes their reaction toward normally-pleasurable things to active ‘disliking’ 
(Cromwell and Berridge 1993; K. S. Smith et al. 2009). Moreover, certain painkillers such as acetaminophen 
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blunt both pain and  pleasure (Durso, Luttrell, and Way 2015). By implication, the circuits or activity patterns 
that cause pain and pleasure may have similarities not shared with ‘hedonically neutral’ circuits. However, 
pain does seem to be a slightly more ‘distributed’ phenomenon than pleasure, with fewer regions that 
consistently contribute. 
 
Importantly, the key takeaway from the neuro-anatomical research into valence is this: at this time we donôt 
have a clue as to what properties are necessary or sufficient to make a given brain region a so-called 
ñpleasure centerò or ñpain centerò . Instead, we just know that some regions of the brain appear to contribute 
much more to valence than others. 
 
Finally, the core circuitry implicated in emotions in general, and valence in particular, is highly evolutionarily 
conserved, and all existing brains seem to generate valence in similar ways: “Cross-species affective 
neuroscience studies confirm that primary-process emotional feelings are organized within primitive 
subcortical regions of the brain that are anatomically, neurochemically, and functionally homologous in all 
mammals that have been studied.” (Panksepp 2010) Others have indicated the opioid-mediated ‘liking’ 
reaction may be conserved across an incredibly broad range of brains, from the very complex (humans & 
other mammals) to the very simple (c. elegans , with 302 neurons), and all known data points in between- 
e.g., vertebrates, molluscs, crustaceans, and insects (D’iakonova 2001). On the other hand, the role of 
dopamine may be substantially different, and even behaviorally inverted (associated with negative valence 
and aversion) in certain invertebrates like insects (Van Swinderen and Andretic 2011) and octopi. 
 
A taxonomy of valence? 
 
How many types of pain and pleasure are there? While neuroscience doesn’t offer a crisp taxonomy, there 
are some apparent distinctions we can draw from physiological & phenomenological data: 

- There appear to be at least three general types of physical pain, each associated with a certain 
profile of ion channel activation: thermal (heat, cold, capsaicin), chemical (lactic acid buildup), and 
mechanical (punctures, abrasions, etc) (Osteen et al. 2016).  

- More speculatively, based on a dimensional analysis of psychoactive substances, there appear to 
be at least three general types of pleasure: ‘fast’ (cocaine, amphetamines), ‘slow’ (morphine), and 
‘spiritual’ (LSD, Mescaline, DMT) (Gomez Emilsson 2015b). 

- Mutations in the gene SCN9A can remove the ability to feel any pain mediated by physical 
nociception (Marković, Janković, and Veselinović 2015; Drenth and Waxman 2007)- however, it 
appears that this doesn’t impact the ability to feel emotional pain (Heckert 2012). 

 
However, these distinctions between different types of pain & pleasure appear substantially artificial :  

- Hedonic pleasure, social pleasure, eudaimonic well-being, etc all seem to be manifestations of the 
same underlying process. (Kringelbach and Berridge 2009) note: “The available evidence suggests 
that brain mechanisms involved in fundamental pleasures (food and sexual pleasures) overlap with 
those for higher-order pleasures (for example, monetary, artistic, musical, altruistic, and 
transcendent pleasures).” This seems to express a rough neuroscientific consensus (Kashdan, 
Robert, and King 2008), albeit with some caveats. 

- Likewise in support of lumping emotional & physical valence together, common painkillers such as 
acetaminophen help with both physical and social pain (Dewall et al. 2010). 

 
A deeper exploration of the taxonomy of valence is hindered by the fact that the physiologies of pain and 
pleasure are frustrating inverses of each other. 
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- The core hurdle to understanding pleasure (in contrast to pain) is that there’s no pleasure-specific 
circuitry analogous to nociceptors, sensors on the periphery  of the nervous system which reliably 
cause pleasure, and whose physiology we can isolate and reverse-engineer. 

- The core hurdle to understanding pain (in contrast to pleasure) is that there’s only weak and 
conflicting evidence for pain-specific circuitry analogous to hedonic hotspots, regions deep in the 
interior  of the nervous system which seem to centrally coordinate all pain, and whose physiological 
mechanics & dynamics we can isolate and reverse-engineer. 

I.e., pain is easy to cause, but hard to localize in the brain; pleasure has a more definite footprint in the 
brain, but is much harder to generate on demand. 
 
Philosophical confusion in valence research: 
 
In spite of the progress affective neuroscience continues to make, our current understanding of valence and 
consciousness is extremely limited, and I offer that the core hurdle for affective neuroscience is 
philosophical confusion, not mere lack of data. I.e., perhaps our entire approach deserves to be questioned. 
Several critiques stand out: 
 
Neuroimaging is a poor tool for gathering data: 
Much of what we know about valence in the brain has been informed by functional imaging techniques such 
as fMRI and PET. But neuroscientist Martha Farah notes that these techniques depend upon a very large 
set of assumptions, and that there’s a widespread worry in neuroscience “that [functional brain] images are 
more researcher inventions than researcher observations.” (Farah 2014) Farah notes the following flaws: 

- Neuroimaging is built around indirect and imperfect proxies.  Blood flow (which fMRI tracks) and 
metabolic rates (which PET tracks) are correlated with neural activity, but exactly how  and to what 
extent  it’s correlated is unclear, and skeptics abound. Psychologist William Uttal suggests that “fMRI 
is as distant as the galvanic skin response or pulse rate from cognitive processes.” (Uttal 2011) 

- The elegant-looking graphics neuroimaging produces are not direct pictures of anything: rather, 
they involve extensive statistical guesswork and ócleaning actionsô by many layers of algorithms. 
This hidden inferential distance can lead to unwarranted confidence, especially when most models 
can’t control for differences in brain anatomy. 

- Neuroimaging tools bias us toward the wrong sorts of explanations.  As Uttal puts it, neuroimaging 
encourages hypotheses “at the wrong (macroscopic) level of analysis rather than the (correct) 
microscopic level. … we are doing what we can do when we cannot do what we should do.” (Uttal 
2011) 

 
Neuroscience’s methods for analyzing data aren’t as good as people think: 
There’s a popular belief that if only the above data-gathering problems could be solved, neuroscience would 
be on firm footing. (Jonas and Kording 2016) attempted to test whether the field is merely data-limited (yet 
has good methods) in a novel way: by taking a microprocessor (where the ground truth is well-known, and 
unlimited amounts of arbitrary data can be gathered) and attempting to reverse-engineer it via standard 
neuroscientific techniques such as lesion studies, whole-processor recordings, pairwise & granger causality, 
and dimensionality reduction. This should be an easier  task than reverse-engineering brain function, yet 
when they performed this analysis, they found that “the approaches reveal interesting structure in the data 
but do not meaningfully describe the hierarchy of information processing in the processor. This suggests that 
current approaches in neuroscience may fall short of producing meaningful models of the brain.” The 
authors conclude that we don’t understand the brain as well as we think we do, and we’ll need better 
theories and methods to get there, not just more data. 
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Subjective experience is hard to study objectively: 
Unfortunately, even if we improved our methods for understanding the brain’s computational hierarchy , it 
will be difficult to translate this into improved knowledge of subjective  mental states & properties of 
experience (such as valence). 
 
In studying consciousness we’ve had to rely on either crude behavioral proxies, or subjective reports of what 
we’re experiencing. These ‘subjective reports of qualia’ are very low-bandwidth, are of unknown reliability 
and likely vary in complex, hidden ways across subjects, and as (Tsuchiya et al. 2015) notes, the 
methodological challenge of gathering them “has biased much of the neural correlates of consciousness 
(NCC) research away from consciousness and towards neural correlates of perceptual reports”. I.e., if we 
ask someone to press a button when they have a certain sensation, then measure their brain activity, we’ll 
often measure the brain activity associated with pressing buttons, rather than the activity associated with the 
sensation we’re interested in. We can and do attempt to control for this with the addition of ‘no-report’ 
paradigms, but largely they’re based on the sorts of neuroimaging paradigms critiqued above. 
 
Affective neuroscience has confused goals: 
Lisa Barrett (L. F. Barrett 2006) goes further and suggests that studying emotions is a particularly  hard task 
for neuroscience, since most emotions are not “natural kinds” i.e.. things whose objective existence makes it 
possible to discover durable facts about. Instead, Barrett notes, “the natural-kind view of emotion may be the 
result of an error of arbitrary aggregation. That is, our perceptual processes lead us to aggregate emotional 
processing into categories that do not necessarily reveal the causal structure of the emotional processing.” 
As such, many of the terms we use to speak about emotions have only an ad-hoc, fuzzy pseudo-existence, 
and this significantly undermines the ability of affective neuroscience to standardize on definitions, methods, 
and goals. 
 
 
----- 
In summary, affective neuroscience suffers from (1) a lack of tools that gather unbiased and 
functionally-relevant data about the brain, (2) a lack of formal methods which can reconstruct what  the 
brain’s doing and how  it’s doing it, (3) epistemological problems interfacing with the subjective nature of 
consciousness, and (4) an ill-defined goal,  as it’s unclear just what it’s attempting to reverse-engineer in the 
first place. 
 
Fig 1 summarizes some core implications of current neuroscience and philosophical research. In short: 
valence in the human brain is a complex phenomenon which defies simple description, and affective 
neuroscience- though it’s been hugely useful at illuminating the shape  of this complexity- is unlikely to 
generate any sudden or substantial breakthroughs on the topic. But I don’t think valence itself  is necessarily 
a complex phenomenon, and just because the methodology of affective neuroscience isn’t generating crisp 
insights doesn’t mean there are no crisp insights to be had. Section II suggests an alternate way to frame 
the problem. 
 

https://paperpile.com/c/sTJtg7/6Hs9
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Figure 1, core takeaways of affective neuroscience on valence 

 
 
II. Clarifying the Problem of Valence 
 
The above section noted that affective neuroscience knows a lot about valence, but its knowledge is very 
messy and disorganized. If valence is intrinsically  a messy, fuzzy property of conscious states, perhaps this 
really is the best we can do here. 
 
However, I don’t think we live in a universe where valence is a fuzzy, fragile, high-level construction. Instead, 
I think it’s a crisp  thing we can quantify, and the patterns in it only look incredibly messy because we’re 
looking at it from the wrong level of abstraction. 
 
Brains vs conscious systems: 
 
There are fundamentally two kinds  of knowledge about valence: things that are true specifically in brains like 
ours , and general principles common to all conscious entities . Almost all of what we know about pain and 
pleasure is of the first type-- essentially, affective neuroscience has been synonymous with making maps of 
the mammalian brain’s evolved, adaptive affective modules and contingent architectural quirks (“spandrels”). 
 
This paper attempts to chart a viable course for this second  type of research: it’s an attempt toward a 
general  theory of valence, a.k.a. universal, substrate-independent principles that apply equally to and are 
precisely true in all  conscious entities, be they humans, non-human animals, aliens, or conscious artificial 
intelligence (AI).  
 
In order to generalize valence research in this way, we need to understand valence research as a subset of 
qualia research, and qualia research as a problem in information theory and/or physics, rather than 
neuroscience. Such a generalized approach avoids focusing on contingent facts and instead seeks general 
principles  for how the causal organization of a physical system generates or corresponds to its 
phenomenology, or how it feels to subjectively be  that system. David Chalmers has hypothesized about this 
in terms of “psychophysical laws” (Chalmers 1995), or translational principles which we could use to derive  a 
system’s qualia, much like we can derive the electromagnetic field generated by some electronic gadget 
purely from knowledge of the gadget’s internal composition and circuitry. 
 
In other words, if we want a crisp , rigorous  definition of valence, we’ll have to first address more general 
questions of consciousness and qualia head-on. There is no road to understanding valence that doesn’t also 
go through understanding consciousness. 
 
-->Definitions:  

https://paperpile.com/c/sTJtg7/B5ho


‘Consciousness’ is a term often used as a synonym for self-awareness, or for social coordination of internal 
states, but I’m using it in a limited, technical sense: a system has consciousness if it feels like something to 
be that system.  I.e., something is conscious if and only if it has subjective experience.  
‘Qualia’ refers to the elements of consciousness, e.g., redness. 
 
Top-down vs bottom-up theories of consciousness: 
 
There are two basic classes of consciousness theories: top-down (aka ‘higher-order’ or ‘cognitive’ theories) 
and bottom-up. Top-down theories are constructed around the phenomenology of consciousness (i.e., how 
consciousness feels ) as well as the high-level dynamics of how the brain implements what we experience. 
 
Top-down approaches have their strengths: they tend to be intuitively legible, manipulable, and are useful as 
big-picture maps, intuition pumps, and rough-and-ready schemas. Global Workspace (Baars 1988), (Baars 
2005) is probably the best known attempt at a top-down, high-level description of how the brain’s 
computational dynamics could correspond with various features of consciousness, where consciousness is 
modeled as a sort of ‘active spotlight’ which shines on whatever tasks our brains are prioritizing at the 
moment. These top-down theories use relatively high-level  psychological concepts/experiences as their 
basic ontology or primitives. 
 
However, if we’re looking for a solid foundation for any sort of crisp quantification of qualia, top-down 
theories will almost certainly not  get us there, since we have no reason to expect that our high-level internal 
phenomenology has any crisp, intuitive correspondence with the underlying physics and organizational 
principles which give rise to it. This suggests that theories of consciousness or valence which take high-level 
psychological concepts as primitives will be "leaky abstractions"  (that is to say, we should have very low 3

expectation of a perfect isomorphism between such high-level/top-down theories and reality).  Nor are such 4

top-down accounts always testable : they’re closer to qualitative stories which highlight various aspects of 
consciousness than quantitative models, although it can be easy to mistake their intuitive legibility for 
something more formal. 
 
Instead, if we’re after a theory of valence/qualia/phenomenology as rigorous as a physical theory, it seems 
necessary to take the same bottom-up style of approach as physics does when trying to explain something 
like charge, spin, or electromagnetism. We’ll need to start with a handful of primitives that seem 
unavoidable, indivisible, and unambiguous, and try to find some mathematical approach from which all the 
high-level phenomenology could naturally emerge. A good rule-of-thumb to distinguish between 
bottom-up/rigorous  vs high-level/leaky  theories of consciousness is that the former kind should apply clearly 
and equally to any arbitrary cubic foot of space-time, and offer testable predictions at multiple levels of 
abstraction, whereas the latter may only apply to human sorts of minds in non-esoteric or edge-case 
scenarios. 
--- 
 

3 A core problem facing theories of mind is that we haven’t found any properties that are well-defined at all 
levels of abstraction  (e.g., at the levels of neurons, cognition and  phenomenology). Finding something that 
is would greatly help us to build bridges between these realms of theory. Valence is a promising candidate 
here. 
4 Our intuitions about consciousness seem optimized for adaptedness , not truth , and may in fact be 
systematically biased in certain ways (see, e.g., work by Dennett). 
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For now, the set of bottom-up, fully-mathematical models of consciousness has one subset: Giulio Tononi’s 
Integrated Information Theory (IIT) and IIT-inspired approaches.  
 
So far this paper has been arguing that if we want a truly crisp  understanding of valence, we need a theory 
like  IIT. So what is  IIT? 
 
 
III. The Integrated Information Theory  of consciousness  
The neuroscientist Giulio Tononi has argued that, to figure out consciousness, we first must start with the 
phenomenology of experience- what it feels  like- and then figure out principles  for how physical systems 
would have to be arranged in order to produce the invariants in phenomenology. In the late 2000s Tononi 
set out to build a formal theory around this approach, and the result is the Integrated Information Theory (IIT) 
of consciousness. 
 
The central assumption of IIT is that systems are conscious to the exact degree their dynamics encode 
integrated information.  “Integrated information,” in this context, is information  which can’t be localized in the 5

system’s individual parts over time (IIT calls this amount  of integrated information the system’s “ū ”). 
Essentially, IIT is a mathematical transformation function :  give it a circuit diagram of a system (e.g., a 
brain’s connectome), and based on how causally entangled each part with each other part, IIT will give you 
something intended to be a mathematical representation of that system’s qualia. 
 
A full treatment of IIT is beyond the scope of this work, but see primary works (Balduzzi and Tononi 2008; 
Tononi 2012; Oizumi, Albantakis, and Tononi 2014; Tononi and Koch 2015), variants (A. B. Barrett 2014; 
Tegmark 2015), and criticisms (Aaronson 2014a; M. A. Cerullo 2015). The following will be a relatively brief, 
high-level overview.  
 
IIT’s foundation: 
Tononi starts with five axiomatic properties that all conscious experiences seem to have. IIT then takes 
these axioms  (“essential properties shared by all experiences”) and translates them into postulates , or 
physical requirements for conscious physical systems- i.e., “how does the physical world have to be 
arranged to account for these properties?” (Tononi and Albantakis 2014). 
 

5 Tononi calls this quantity ‘intrinsic information’, to distinguish this from Shannon’s definition of information 
(which deals with messages, transmission channels, and resolution of uncertainty).  
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Figure 2: IIT’s axioms and their corresponding postulates. Figure from (Tononi and Koch 2015). 
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Lastly, based on these postulates, Tononi and Koch have formalized a mathematical algorithm  for deriving a 
system’s phenomenology from its causal structure. 
 
IIT’s goal: 
IIT avoids the “Hard Problem” of consciousness (why  consciousness exists ), but aims to address what 6

Scott Aaronson calls the “Pretty-Hard Problem” of consciousness. In a recent internet discussion, Aaronson, 
Chalmers, and Griffith defined the following hierarchy of ‘pretty-hard problems’:  

- PHP1: “Construct a theory that matches our intuitions about which systems are conscious.” 
- PHP2: “Construct a theory that tells us which systems are conscious.” 
- PHP3.5: “Construct a theory that tells us the magnitude of a system’s consciousness.” 
- PHP4: “Construct a theory that tells us which systems have which states of consciousness.” 

 
Most people (including Tononi) talk about IIT only in terms of how it does on PHP3.5, but what the most 
recent version of IIT actually  does is attempt PHP4 - in formal terms, IIT’s goal is to construct a 
mathematical object isomorphic to a system’s qualia. 
 
This is a clear and simple goal, and a great antidote to much of the murky confusion surrounding 
consciousness research.  7

 
IIT’s mechanics and output: 
IIT defines ‘integrated information’ as the degree to which activity in each part of a system constrains the 
activity elsewhere in the system. In highly integrated systems (such as the brain), activity in one part of the 
brain will affect activity in many other parts. 
 
IIT attempts to formally measure  this with the following: 
(1) First, IIT deconstructs  a complex causal system into the power set of its internal causal relations. A list of 
all possible past and future states is calculated for each of these subsets. 
(2) Second, each of these subsets is measured to find the one whose current state most highly constrains its 
past and future states (and thus has the most integrated information). IIT calls this the “Minimum Information 
Partition” (MIP), and argues that this specific subset  is where to draw the line for what directly contributes 
toward the system’s consciousness. 
(3) Finally, IIT takes this MIP and reorganizes it based on causal clustering into a geometric figure  within a 
specially constructed vector space, which Tononi calls “cause-effect space”. This geometric figure is 
intended to represent the phenomenology of how it feels to be the system. Importantly, the height  of this 
figure, which Tononi has labeled Φ, corresponds to its amount of integrated information, and thus is the 
degree to which the system is conscious . 
 
IIT can apply at many scales- nanoscale, intracellular, intercellular, groups of neurons, or even larger- but it 
chooses which scale matters for subjective experience based on  ñthe spatial grain (& temporal grain and 
state) associated with a maximum of ūò  (Tononi and Albantakis 2014). This is important, and ambiguous 
(see Section IV and Appendix C). 

6 The standard of explanation implied by the Hard Problem may be too much to ask of any physical theory, 
especially right out of the gate. E.g., we didn’t, and still don’t, count General Relativity as worthless simply 
because it failed to explain why  gravity exists. 
7 If this is the right goal, then we can get on with trying to achieve it. If it’s the wrong goal, the onus is now on 
critics to explain why . 
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Evidence for IIT: 
Proving or disproving a theory of consciousness seems difficult, without direct access to others’ subjective 
experience. However, Tononi argues that IIT has "predictive, explanatory, and inferential power" and has 
offered the following evidence in support of IIT: 
 
Intuitively , IIT’s five starting postulates seem necessary, and integrated information seems reasonable as a 
key sort of complexity consciousness could depend upon. It’s fairly easy to see that humans seem to have a 
lot of this sort of complexity, whereas most things we view as not-conscious don’t. 
 
Empirically , IIT seems nicely predictive of consciousness under various altered states: e.g., integration (as 
measured by a TMS and EEG-based perturbation->measurement process) is relatively high during 
wakefulness, decreases during slow-wave sleep, and rises during REM sleep (Massimini et al. 2005), 
(Ferrarelli et al. 2010) and is lower in vegetative coma patients than those that later wake up (Casali et al. 
2013). Similarly, IIT seems to present a principled connectivity-based rationale for why some brain regions 
(e.g., the thalamus) seem to generate consciousness, whereas others (e.g., the cerebellum) don’t. 
 
Furthermore, under simulations of problem-solving agents, Φ seems to increases as evolved complexity and 
problem-solving capacity increases: (Albantakis et al. 2014)” found that “The more difficult the task, the 
higher integrated information in the fittest animats” and concluded “Integrating information is potentially 
valuable in environments with complex causal structures.” From here, it’s not a terrible stretch to say that the 
integrated information and the potential for adaptive (intelligent) behavior of a system are usually highly 
coupled. This matches the common intuition that intelligence and consciousness go together. 
 
Implications & odds and ends: 
The beauty of IIT as a formalized theory is that we don’t have to take Tononi’s word for what it means: we 
can apply his equations to arbitrary systems and see what happens. It turns out IIT implies some surprising 
things: 
 
First, I/O complexity and internal complexity are usually  good proxies for the Φ of a system, but not always. 
A complex feed-forward neural network can be highly complex, but because it has no integration between its 
layers, it has zero Φ. Importantly, functionally-identical systems  (in terms of I/O) can produce different 
qualia  under IIT, depending on their internal structure, and functionally different  systems may produce the 
same qualia (Balduzzi and Tononi 2009). However,  most systems have at least a little bit of consciousness. 
E.g., even a photodiode would have a tiny Φ, if structured correctly. Tononi is emphatic that "it's the 
cause-effect power  that matters, not what neurons actually do" (Tononi 2016), i.e. how much past states 
constrain future states, and so he thinks even a system that was totally inactive (e.g., no neurons firing 
during some time intervals) could have consciousness. 
 
Interestingly, Tononi thinks there might be multiple ‘Minimum Information Partitions’ within a single human 
brain: “In addition to ‘us’, there are going to be some other consciousness within our brain. How big- I mean, 
how high Φ, and what they are like, I have no idea, but I suspect it’s not going to be zero. And I think in 
some psychiatric conditions like dissociative disorders, it’s quite intriguing that some of these may actually 
not be that small.” (Tononi and Albantakis 2014) Though Tononi doesn’t explicitly say this, it’s possible that 
which part of the brain contributes to consciousness might move around , as the relative levels of integration 8

8 This would be valuable to chart in an individual brain, across individuals, across cultures, and across eras 
(e.g., Jaynes’ ‘bicameral mind’ hypothesis). 
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(Φ) shift- and perhaps certain emotions correspond to ‘what it feels like to be a certain brain region’. 
However, some parts of the brain are simply wired for (stochastically) more integration than others, and 
likewise, some tasks such as coordinating skeletal muscle plans require  more integration (Morsella 2005), 
so there will be strong patterns. Tononi thinks the richness of interconnectedness in cortical grids is 
particularly favorable for consciousness: “we have every reason to believe that, as regards the neural 
correlates of consciousness (NCC, e.g. here), the buck actually stops with some grid-like area … In sum, 
while the study of the neural correlates of consciousness is fraught with experimental and interpretive 
difficulties, it seems clear that several topographically organized cortical maps likely contribute directly to the 
quality of our experience, and that manipulating such maps alters our consciousness.” (Tononi 2014) 
 
A very counter-intuitive implication of IIT is that if we slowly alter the integration of a system, we can come 
across discrete thresholds resulting in a sudden shift in where consciousness is occurring. E.g., if we slowly 
decrease the brain’s inter-hemispherical integration, there will be a point where the brain’s consciousness 
will split in two. Or if we gradually link two brains together, there will be a sudden threshold where the Φ of 
the combined system is greater than either Φs of the individual brains, and the two separate 
consciousnesses will suddenly combine into one. The math of IIT implies there will always be this sort of a 
‘competition’ between different scales of a system to determine where the largest amount of Φ resides (and 
thus which scale ‘counts’ for consciousness). 
 
IIT deals with identifying the magnitude  (Φ) and structure  of phenomenology. It leaves the dynamical 
evolution  of these structures, and how these structures inform behavior , for others to fill in the blanks, and 
research here is just starting. 
 
Finally, nobody- including Tononi- knows how big of a real-world dataset consciousness involves under IIT. 
E.g., is the average human-experience MIP billions of nodes? Orders of magnitude larger than that, given 
that ‘the connectome’ is a leaky level of abstraction? Or just a few thousand (some tiny subset of neurons 
deep in the thalamus or claustrum which actually ‘count’ for consciousness due to having a particularly high 
Φ and integration falling off quickly with causal distance? How many ‘bits’ are needed to represent 
human-like phenomenology under IIT? Bytes, Kilobytes, or terabytes? And how much does this vary from 
moment-to-moment?  
 
How IIT and valence relate: As noted above, IIT aims to construct a mathematical object isomorphic to a 
system’s phenomenology. Valence (how pleasant it is to be a conscious experience) is a subset of 
phenomenology. This implies that insofar as IIT has a valid goal, reverse-engineering valence is simply a 
matter of figuring out how  valence is encoded within this mathematical object. 
 
--- 
In short, IIT is currently a very interesting  theory in this space that’s generated a lot of buzz, and it seems 
likely that any alternatives must necessarily use many of the same sorts of assumptions, definitions, and 
techniques. It’s also currently pretty much the only game in town for truly quantitative theories of 
consciousness. However, it also has vocal critics. Section IV will summarize and organize the criticisms 
levied against IIT. 
 
 
IV. Critiques of IIT 
 
IIT was the subject of a recent back-and-forth discussion (Aaronson 2014a) between Scott Aaronson, one of 
the world’s foremost experts on computational complexity theory, Virgil Griffith, who recently obtained his 

https://paperpile.com/c/sTJtg7/IKWp
https://paperpile.com/c/sTJtg7/8n4Z
https://paperpile.com/c/sTJtg7/wpII


PhD studying IIT under Christof Koch, David Chalmers, the philosopher who has coined much of the 
terminology around ‘psychophysical laws’, and Giulio Tononi, the theorist originally behind IIT. This 
back-and-forth discussion was both quantitative and qualitative, and is probably both the best ‘gentle 
introduction’ to IIT, and the grittiest pull-no-punches spotlight on its flaws. The critiques levied against IIT fell 
into three general bins: 
 
Objection 1: IIT’s math may not be correct. 
Most neuroscientists seem to agree that a system having a high integration is probably necessary  for 
consciousness, but it may not be sufficient . Furthermore, there are questions about whether IIT uses the 
correct methodology to calculate integration. Two concerns here stood out:  
 
Objection 1.1: IITôs math is at times idiosyncratic and sloppy: 

- Aaronson and Griffith both note that “a lack of mathematical clarity in the definition of Φ is a ‘major 
problem in the IIT literature,’” and that “IIT needs more mathematically inclined people at its helm.” 
They agree “‘110%’ that the lack of a derivation of the form of Φ from IIT’s axioms is ‘a pothole in 
the theory,’” and that “the current prescriptions for computing Φ contain many unjustified 
idiosyncrasies." 

- Aaronson is particularly uneasy that “None of the papers I read—including the ones Giulio linked to 
in his response essay—contained anything that looked to me like a derivation of Φ. Instead, there 
was general discussion of the postulates, and then Φ just sort of appeared at some point. 
Furthermore, given the many idiosyncrasies of Φ—the minimization over all bipartite (why just 
bipartite? why not tripartite?) decompositions of the system, the need for normalization (or 
something else in version 3.0) to deal with highly-unbalanced partitions—it would be quite a surprise 
were it possible to derive its specific form from postulates of such generality.” (Note: Aaronson was 
speaking of IIT 2.0; IIT 3.0 removes the need for normalization.) 

- Griffith is clear that the mathematical formula for Φ, and the postulates it’s nominally based on, have 
been changing in each revision. The way IIT has addressed time has also substantially evolved: 
“phi-2004 has no notion of time, phi-2008 looks “backwards” in time, and phi-2014 looks both 
backwards and forwards.” A rapidly-changing formula may be a sign of healthy theoretical 
development, but it doesn’t necessarily inspire confidence that the most recent revision expresses 
an eternal truth of nature. 

- Griffith suggests that a good method to improve IIT’s mathematical foundations “would be to replace 
the jury-rigged Earth-Mover’s-Distance in phi-2014 with something from Grothendieck topology.” 

Objection 1.2: IITôs axioms may be incomplete:  
- First, IITôs axioms may be incomplete : Griffith echoes a common refrain when he notes that, “As-is, 

there has been no argument for why the existing axioms of differentiation, integration, and exclusion 
fully exhaust the phenomological properties requiring explanation.” I.e., IIT may constitute a 
necessary  but not sufficient  condition for consciousness. Still another way to phrase this is Michael 
Cerullo’s notion that IIT is a theory of “protoconsciousness” instead of consciousness (Cerullo 
2015), or that it doesn’t capture all of what we want to speak of about the phenomenon of 
consciousness. Tononi seems to agree that it’s a valid concern: “Nobody can be sure, certainly not 
me, that those [five] are all the axioms you need- or, for that matter it could even be, that there are 
some extra axioms that we don’t need. But that I very much doubt.“ (Tononi and Albantakis 2014) 

- Second, IITôs algorithm could be incorrect : some of the specific choices involved in the math IIT 
uses to construct its geometric figure (e.g., how ‘integration’ is formalized) may end up being 
empirically incorrect. Indeed,  Aaronson identifies a simple-to-define mathematical structure called 
an “expander graph” which, according to the math used to calculate Φ, would produce much more 
consciousness than a human brain. Clearly, a good theory should sometimes correspond with our 
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intuitions, and other times challenge them, but Aaronson is troubled by how easy it is to define 
something which would have lots of consciousness (Φ) but no behavior we would classify as 
‘intelligent’. (Tononi notes that Aaronson’s ‘expander graph’ would need to be physically built to 
create these high levels of Φ, which would be tougher to pull off than it sounds, and this difficulty 
may make this example slightly more intuitively palatable.) 

 
Objection 2: IIT is troublingly unclear on precisely what to use as its input. 
In essence, there are many different ways IIT 3.0 could apply to a given physical system, and IIT is either 
ambiguous or arbitrary on how to choose between them. The key point of contention is Tononi’s assertion 
that “elements may contribute to experience if-and-only-if they have the spatial grain (& temporal grain and 
state) associated with a maximum of Φ” (Tononi and Albantakis 2014) - i.e., that qualia are generated from 
whichever level of detail which maximizes integration. This is very clever, since it allows IIT to apply to 
neurons instead of single molecules, yet it’s also quite maddening, since it punts on questions of what its 
ontological primitives really are . 
 
The main uncertainties with IIT’s input seem three-fold: 
Objection 2.1: IITôs input is probably going to be something like a connectome, but thereôs a cloud of 
empirical uncertainty with this : 

- Aaronson notes that we don’t know the proper level of details at which to apply IIT: “The first 
difficulty is that we don’t know the detailed interconnection network of the human brain. The second 
difficulty is that it’s not even clear what we should define that network to be: for example, as a crude 
first attempt, should we assign a Boolean variable to each neuron, which equals 1 if the neuron is 
currently firing and 0 if it’s not firing, and let f be the function that updates those variables over a 
timescale of, say, a millisecond? What other variables do we need—firing rates, internal states of 
the neurons, neurotransmitter levels?” 

- … But even if we could build a realistically-detailed connectome, it’s unclear whether the 
connectome would be sufficient  for defining the-brain-as-conscious-system. Clearly the lion’s share 
of functional causality seems transmitted by synaptic activity, but it would be surprising if hundreds 
of millions of years of evolution hasn’t prepared our brains to use some surprising communication 
back-channels which aren’t included in conventional connectome maps. E.g., a full causal diagram 
might need to take into account chemical gradients, glial cells, and EM/quantum stuff, among other 
things, which would take us very far from a crisp, high-level connectome. 

- There’s some progress by the Tsuchiya Lab on finding “measures of integrated information that can 
be applied to real neural recording data” (Oizumi et al. 2016), but this is merely a 
more-easily-computable proxy  for IIT and is even less rigorous (since it doesn’t use all of IIT’s 
axioms). 

Objection 2.2: IIT isnôt clear about what its fundamental primitives are, or how to deal with different levels 
of abstraction, or how it fits into other physical theories: 

- Even if we had a fully comprehensive  map of causality in the brain, Tononi isn’t clear on how to 
actually apply IIT. I.e., what are the nodes, and what are the vertices in IIT’s input? How does IIT 
apply to a tiny, toy system, one where quantum effects may be significant? Tononi has never 
actually given a breakdown of how he thinks IIT applies to a real-world example, perhaps because 
the computational state of neurons is an inherently vague property (see Appendix C). 

- A particularly thorny mechanic of IIT is the assertion that “elements may contribute to experience 
if-and-only-if they have the spatial grain associated with a maximum of Φ” and that we can basically 
ignore spatial grains that involve a low Φ. It’s thorny because it assumes that a  spatial grain is a 
well-defined thing-  and it’s unclear whether Tononi intends this to mean the level of abstraction  (for 
example, quarks or neurons) that matters is the one which maximizes Φ. 
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- Even Tononi and his collaborators get tripped up on how this plays out empirically: in interviews, 
Cristof Koch notes, “I am a functionalist when it comes to consciousness. As long as we can 
reproduce the [same kind of] relevant relationships among all the relevant neurons in the brain, I 
think we will have recreated consciousness.” (Koch 2015) Meanwhile, (Tononi and Koch 2015) 
argue that "in sharp contrast to widespread functionalist beliefs, IIT implies that digital computers, 
even if their behaviour were to be functionally equivalent to ours, and even if they were to run 
faithful simulations of the human brain, would experience next to nothing." Clarification on how IIT 
would apply to brain emulations & simulations, and to actual physical systems- preferably involving 
calculations on real examples- would be hugely illuminating and is sorely needed. 

Objection 2.3: Some of IITôs metaphysics seem arbitrary. Specifically: more recent versions of IIT endorse 
an ñanti-nesting principleò, which prevents a system like the brain from generating a combinatorial 
explosion of consciousnesses. However, this principle seems inelegant and arbitrary: 

- Eric Schwitzgebel notes that, according to this anti-nesting principle,  
“A conscious entity cannot contain another conscious entity as a part. Tononi suggests that 
whenever one information-integrated system is nested in another, consciousness will exist only in 
the system with this highest degree of informational integration. Tononi defends this principle by 
appeal to Occam's razor, with intuitive support from the apparent absurdity of supposing that a third 
group consciousness could emerge from two people talking. … [but] Tononi’s anti-nesting principle 
compromises the elegance of his earlier view … [and] has some odd consequences. For example, it 
implies that if an ultra-tiny conscious organism were somehow to become incorporated into your 
brain, you would suddenly be rendered nonconscious, despite the fact that all your behavior, 
including self-reports of consciousness, might remain the same. … Tononi's anti-nesting principle 
seems only to swap one set of counterintuitive implications for another, in the process abandoning 
general, broadly appealing materialist principles – the sort of principles that suggest that beings 
broadly similar in their behavior, self-reports, functional sophistication, and evolutionary history 
should not differ radically with respect to the presence or absence of consciousness.” (Schwitzgebel 
2012b) 

This ‘anti-nesting’ issue gets especially messy when combined with the issue of spatial grain, making it 
deeply unclear under exactly which conditions a given element is “spoken for” and cannot contribute to 
another complex. I.e., if a neuron is part of a connectome-scale complex, can some of the neuron’s proteins 
or sub-atomic particles be a part of another nano-scale complex? IIT is silent here. 
 
Objection 3: Tononi & Koch give little guidance for interpreting IIT’s output. 
 
Objection 3.1: IIT generates a very complicated data structure yet hardly say anything about what it 
means: 

- As noted above, IIT suggests that the height of the geometric figure it generates, or Φ, corresponds 
to the degree to which the system is conscious. But no further guesses are offered, nor heuristics to 
generate them. (Balduzzi and Tononi 2009) offer some hypothetical mechanisms for how input to 
the visual system might correspond with IIT’s phenomenology, but these are limited to very simple, 
toy systems. IIT is nominally  about “PHP4”- which should tell us everything  about a conscious 
experience- but in reality  only addresses PHP3.5, or how  conscious a system is. 

Objection 3.2: IIT seems  perilously close to untestable. 
- IIT’s predictions are only testable in circumstantial ways, and when IIT and our intuitions diverge, it’s 

unclear which one should win. IIT wants to become the gold standard for consciousness, but how 
do we validate the gold standard? 

- If Tononi et al. did  give more guidance for interpreting the output- e.g., if IIT had a rich set  of 
predictions, rather than a single prediction of how conscious a system is- it would give us a lot more 
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angles by which to test, try to falsify, and improve IIT. As-is, however, IIT suffers from very loose 
feedback loops, which discourages investment in IIT. 

 
Aaronson’s verdict: “In my opinion, the fact that Integrated Information Theory is wrong—demonstrably 
wrong, for reasons that go to its core—puts it in something like the top 2% of all mathematical theories of 
consciousness ever proposed. Almost all competing theories of consciousness, it seems to me, have been 
so vague, fluffy, and malleable that they can only aspire to wrongness.” 
 
Chalmers’ verdict: “Right now it’s one of the few candidate partial answers that are formulated with a 
reasonable degree of precision. Of course as your discussion suggests, that precision makes it open to 
potential counterexamples. … In any case, at least formulating reasonably precise principles like this helps 
brings the study of consciousness into the domain of theories and refutations.” 
 
Griffith’s verdict: “To your question "Is IIT valid?", the short answer is "Yes, with caveats." and "Probably 
not.", depending on the aspect of IIT under consideration. That said, IIT is currently the  leading theory of 
consciousness. The prominent competitors are: Orch-OR, which isn't taken seriously due to (Tegmark 2000) 
on how quickly decoherence happens in the brain] and Global Workspace Theory, which is regularly seen 
as too qualitative to directly refute.” 
 
A window into Tononi’s mind: 
The dust may take a while to settle. I attended a small group discussion with Tononi at UC Berkeley, and the 
following is Tononi’s ‘felt sense’ about some common criticisms: 
 
- First, Aaronson’s example of a ‘dumb’ grid system that nonetheless would have a very large Φ simply calls 
the question: how closely should we expect a theory of consciousness to match our intuitions in 
evolutionarily novel contexts? Tononi thinks we should expect some surprises, especially as we head into 
the computer era, and that intelligence and consciousness may not be as synonymous as Aaronson thinks. 
I.e., most of Aaronson’s concerns involve IIT violating Aaronson’s intuitions on consciousness, but as Eric 
Schwitzgebel notes, "Common sense is incoherent in matters of metaphysics. There’s no way to develop an 
ambitious, broad-ranging, self- consistent metaphysical system without doing serious violence to common 
sense somewhere. It's just impossible. Since common sense is an inconsistent system, you can’t respect it 
all. Every metaphysician will have to violate it somewhere." (Schwitzgebel 2012a) 
 
- Tononi seemed frustrated that “people usually ignore the axioms, but they are the heart" (Tononi 2016); 
whenever critiques don’t accept that IIT is at core a phenomenological  theory, he thinks they miss 
something important. 
 
- As noted above, Tononi has argued that “in sharp contrast to widespread functionalist beliefs, IIT implies 
that digital computers, even if their behaviour were to be functionally equivalent to ours, and even if they 
were to run faithful simulations of the human brain, would experience next to nothing.” (Tononi and Koch 
2015). However, he hasn’t actually published much on why  he thinks this. When pressed on this, he justified 
this assertion by reference to IIT’s axiom of exclusion- this axiom effectively prevents 'double counting' a 
physical element to be part of multiple virtual elements, and when he ran a simple neural simulation on a 
simple microprocessor and looked at what the hardware was actually doing, a lot of the "virtual neurons" 
were being run on the same logic gates (in particular, all virtual neurons extensively share the logic gates 
which run the processor clock). Thus, the virtual neurons don't exist in the same causal clump ("cause-effect 
repertoire") like they do in a real brain. His conclusion was that there might be small fragments of 
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consciousness scattered around a digital computer, but he’s confident that ‘virtual neurons’ emulated on a 
Von Neumann system wouldn’t produce their original qualia. 
 
Finally, Tononi was emphatic that actual empirical measurements of Φ are really hard. Do things a little bit 
wrong, and you get garbage results. 
 
 
V. Alternative versions of IIT: Perceptronium and FIIH 
 
Section IV noted that while IIT is the most mature and predictive quantitative theory of consciousness we 
have, it also suffers from severe flaws. Others have been working on addressing these flaws by taking IIT’s 
core insight that integration is fundamental to consciousness and ‘porting’ it to the language of physics. No 
such efforts are yet as formalized as IIT is, but the most notable here are Max Tegmark’s “Perceptronium” 
and Adam Barrett’s “FIIH”. 
 
Tegmark’s Perceptronium: Max Tegmark has his own ‘flavor’ of IIT he calls Perceptronium (Tegmark 
2015), which is essentially an attempt to reconstruct  a framework that functions like IIT, but is grounded in 
fundamental quantum interactions (as opposed to Tononi’s focus on neural/graph systems).  
 
Perceptronium can be thought of as the combination of two themes:  
 
First,  that any theory of consciousness should apply unambiguously to physical reality , which means it 
needs to apply to quantum systems . Tegmark’s basic approach here is to look at various ways of combining 
interaction terms in the Hamiltonian (a matrix used by Quantum Mechanics to represent the energy state of 
the universe). He believes a way of combining these interaction terms can be found that essentially 
reconstructs IIT’s notion of ‘integrated information’ in terms of fundamental physics. 
 
Second , Tegmark attempts to formally link the problem IIT deals with, ‘what sorts of interactions give rise to 
consciousness?’, with the long-standing Quantum Factorization Problem, or ‘why do we experience certain 
factorizations of Hilbert Space (e.g., 3d+1 Space), but not other  factorizations (e.g., Fourier Space)?’ 
Tegmark argues that the former problem is prior  to the latter: “we need a criterion for identifying conscious 
observers, and then a prescription that determines which factorization each of them will perceive.” 
 
So how does Tegmark actually try to solve the problem?  A common thread in Tegmark’s research is to 
apply anthropic reasoning to questions of physics fine-tuning, and Perceptronium is no exception. His first 
step is to identify certain complexity conditions which seems necessary to allow consciousness, and he 
believes we should be able to use this to narrow down what sorts of factorizations of Hilbert Space could 
support these requirements: “In other words, if we find that useful consciousness can only exist given certain 
strict requirements on the quantum factorization, then this could explain why we perceive a factorization 
satisfying these requirements.” 
 
The six anthropic-themed principles Tegmark has identified: 

- Information principle : A conscious system has substantial information storage capacity. 
- Dynamics principle : A conscious system has substantial information processing capacity. 
- Independence principle : A conscious system has substantial independence from the rest of the 

world. 
- Integration principle : A conscious system cannot consist of nearly independent parts. 
- Autonomy principle : A conscious system has substantial dynamics and independence. 
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- Utility principle : An evolved conscious system records mainly information that is useful for it. 
 
Since we’re interested in Perceptronium as a theory of consciousness, not as a solution to the Quantum 
Factorization Problem, further details here aren’t critical for our purposes. What matters for us  is that 
Perceptronium should be considered a substantial “fork” of IIT, replacing IIT’s ‘ontologically agnostic’ 
functionalism with the requirement that the ontological primitives of the theory (i.e., its inputs) be well-defined 
physical entities or properties. However, it does have the same goal as IIT, i.e. to generate a mathematical 
object isomorphic to the qualia of a system. 
 
Strengths of Perceptronium: 

- The universe is made from quantum stuff, so a theory designed to apply unambiguously to quantum 
stuff makes sense, and would avoid a core problem facing IIT (e.g., the universe is made from 
quarks, not XOR-gates!); 

- Tegmark’s math is much more elegant than Tononi et al.’s; 
- Tegmark’s anthropic approach seems like an effective heuristic to guide our search toward 

productive areas, and may address Aaronson’s “expander grid” critique of IIT; 
- By linking the problem of consciousness with the Quantum Factorization Problem, Tegmark gets 

some search space optimization ‘for free’, and also raises the stakes (if we can  figure out one 
problem, the other becomes much more tractable).  

Weaknesses of Perceptronium: 
- Perceptronium is not fully formalized: it’s merely a collection of key considerations  of how to 

approach the consciousness/factorization problem. As such, it’s less powerful & less legible than 
IIT; 

- Perceptronium only addresses “PHP3.5” - how  conscious systems are. It does not address PHP4, 
describing which  conscious experiences a system is having; 

- As Michael Cerullo notes, the attempt to add functional  constraints on which systems are conscious 
can introduce pesky ambiguities: Perceptronium starts out trying to be less  ambiguous than IIT by 
grounding itself in quantum interactions, yet “[u]nlike other states of matter, the properties of 
perceptronium are not physical properties but instead properties that depend on an interpretation of 
the arrangement of the matter as information.” (M. Cerullo 2016) However, if Tegmark intends his 
six principles only as leaky-but-generative heuristics, this objection seems manageable; 

- Tononi justifies looking for consciousness at the neural scales which seem relevant for 
consciousness via his notion that “elements may contribute to experience iff they have the spatial 
and temporal grain associated with a maximum of Φ”- and the connectome probably is  the spatial 
grain that maximizes Φ. But how does Perceptronium, which deals with fundamental physics at tiny 
scales, get there? 

 
The first two flaws are simply a factor of Perceptronium being a young theory; the third may or may not turn 
out to be significant, depending on the way Tegmark moves forward with formalizing Perceptronium, how 
exactly he applies the anthropic principle, and how he satisfices between the pressures to make something 
in accordance with our intuitions about consciousness  vs optimized for mathematical elegance and 
unambiguous application . The fourth flaw, that Perceptronium doesn’t seem to naturally apply at the right 
spatial and temporal grain, seems like the core challenge  of the theory’s approach (see Appendix E for 
some speculation on how this could be addressed). All that said, this seems like a very promising line of 
research. 
 
Also of note, Tegmark has followed up with “Improved Measures of Integrated Information” (Tegmark 2016) 
which lists multiple methods (both existing and novel) by which to formalize integrated information in an 
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IIT-style framework, each with slightly different tradeoffs, and goes on to offer (staggeringly)  dramatic 
algorithmic speedups and approximations for computing some measures under certain cases. 

 
Figure 3: Table I from Tegmark 2016. For definitions of each measure, see his Table II. However, it’s 
important to note that the faster algorithms here are “mere” approximations, and they don’t test for 
everything IIT does (causality, exclusion, spatio-temporal grain), merely integration.  
 
Barrett’s field integrated information hypothesis (FIIH): Adam Barrett takes a similar physics-centric 
tack with his version of IIT, but instead of focusing on quantum interactions, he focuses on reimagining IIT 
as a field theory.  His field integrated information hypothesis  (FIIH) argues that  

(1) Quantum fields are fundamental entities in physics, and all particles can be understood as ripples in 
their specific type of field. 

(2) Since they’re so fundamental, it seems plausible that these fields could be carriers for 
consciousness. 

(3) The gravity, strong, and weak nuclear fields probably can’t support the complexity required for 
human consciousness: gravity’s field is too simple to support structure since it only attracts, and 
disturbances in the other two don’t propagate much further than the width of an atom’s nucleus. 

(4) However, we know the brain’s neurons generate extensive, complex, and rapidly changing patterns 
in the electromagnetic field. 

(5) Thus, we should look to the electromagnetic field as a possible ‘carrier’ to consciousness- with the 
amount of IIT-style integrated information in the EM field corresponding to how  much 
consciousness. 

Unfortunately, Barrett leaves the argument there without formalizing anything-- which is even less than 
Tegmark’s Perceptronium offers. It also doesn’t seem to have immediate empirical justification, since normal 
variation in nearby electromagnetic fields doesn’t seem to influence or disrupt our consciousness even a 
little bit.  That said, the a priori  argument is at least reasonable since quantum fields are  fundamental, and 9

this style  of explanation is at least worth keeping an eye on, particularly in how it helps rule out certain areas 
of explanation space- e.g.,point (3). 
 
In summary: IIT is extremely promising approach for deriving the “data structure isomorphic to what it feels 
like to be a system” - but it’s also deeply flawed or underdeveloped in certain details, and most 
neuroscientists don’t see it as theoretically compelling or particularly usable as-is.  Likewise, Perceptronium 

9 This isn’t a fatal objection, since perhaps some abstract physical or mathematical justification could be 
made for why external interference from e.g., wireless routers and radio signals doesn’t affect the internal 
geometry of integrated information in brain-scale EM fields. Or perhaps these do  affect qualia, but don’t 
trigger differences in our memories & self-reports. I discuss this a bit more in appendices C & E. 



is an upcoming variant of IIT which may address some of these flaws, but it’s still gestating and has its own 
challenges. FIIH attempts something similar, with a slightly different focus. 
 
At any rate, I think there’s an elegant way to synthesize everything I’ve written thus far and provide a firm 
foundation for further work on and around IIT. Section VI will explain how- and Section VIII will explore 
heuristics for how to extract interesting qualia (like valence) from IIT’s output. 
 
 
VI. Summary and synthesis: eight problems for a new science of consciousness 
 
The best proximate solution for improving IIT would involve locking Tononi, Koch, Aaronson, Griffith, 
Tegmark, and maybe David Spivak (a leading expert on Grothendieck topology) in a room, and not letting 
them out until everybody’s satisfied with the math. But I actually think there’s another option that’s much 
simpler, more effective in the long-term, and less likely to lead to police reports. 
 
Essentially, IIT needs to address three classes of criticism: its math may be wrong, it’s vague on what its 
inputs are, and it’s vague on what its output means. I suggest that we leverage these criticisms to clarify that 
“solving consciousness” involves three distinct core tasks :  

(1) Metaphysics: what matters  for consciousness? How do we abstract the architecture (e.g., a network 
logic or circuit diagram) of a conscious system? I.e., what elements and processes in the physical 
world are necessary and sufficient for describing its qualia, and at which levels of abstraction should 
these things be defined? -- IIT says very little about this. 

(2) Math: how  does this matter for consciousness? How do we reorganize this causal map into a data 
structure isomorphic to that system's qualia? -- this is the core of what IIT is attempting to do .  

(3) Interpretation: How do we figure out what the math means ? I.e., given a “data structure isomorphic 
to that system’s qualia”, how do we map interesting properties of this structure to interesting stuff in 
the qualia domain, and vice-versa? — for instance, what property does valence correspond to? 

 
These steps seem both necessary  and sufficient : any full theory of consciousness will have to do these 
things, and if we can give a rigorous answer to all three, we’ll have a complete theory of consciousness. 




